
immune responses in control of viral infection in
the liver, and provide a paradigm for HAV patho-
genesis that is likely relevant to other hepato-
tropic human viruses.
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High-resolution interrogation
of functional elements in the
noncoding genome
Neville E. Sanjana,1,2*†‡ Jason Wright,1,2† Kaijie Zheng,1,2 Ophir Shalem,1,2

Pierre Fontanillas,1 Julia Joung,1,2 Christine Cheng,1,3 Aviv Regev,1,3 Feng Zhang1,2*

The noncoding genome affects gene regulation and disease, yet we lack tools for rapid
identification and manipulation of noncoding elements.We developed a CRISPR screen
using ~18,000 single guide RNAs targeting >700 kilobases surrounding the genes NF1, NF2,
and CUL3, which are involved in BRAF inhibitor resistance in melanoma.We find that
noncoding locations that modulate drug resistance also harbor predictive hallmarks of
noncoding function.With a subset of regions at the CUL3 locus, we demonstrate that
engineered mutations alter transcription factor occupancy and long-range and local
epigenetic environments, implicating these sites in gene regulation and chemotherapeutic
resistance. Through our expansion of the potential of pooled CRISPR screens, we
provide tools for genomic discovery and for elucidating biologically relevant mechanisms
of gene regulation.

M
ore than 98% of the human genome does
not code for proteins; however, unlike for
the coding genome, there exists no over-
arching framework to translate the non-
coding genomic sequence into functional

elements (1, 2). Evidence from genome-wide as-
sociation studies suggests that many noncoding
regions are critical for human health (3, 4). The
implications of these associations, however, have
been difficult to assess, in part becausewe lack the
tools to determine which variants alter functional
elements.Molecular hallmarks, such as epigenetic
state, chromatin accessibility, transcription factor
binding, and evolutionary conservation, correlate
with putative functional elements in the noncoding
genome and can predict regulatory function (2, 5).
However, these predictions largely bypass regions
lacking hallmarks, and it is difficult to ascertain
which hallmarks play a correlative or truly causal
role in function or phenotype (6, 7). Efforts to de-
termine causality have used preselected DNA
fragments, with expression serving as a proxy for
function (8), but these methods lack the local
chromatin context and broader regulatory inter-
actions. Thus, there is a need for systematic ap-
proaches to sift through noncoding variants and
determine whether and how they affect pheno-
types in a native biological context.
For this purpose, we designed a high-throughput

method that uses pooled CRISPR (clustered regu-
larly interspaced short palindromic repeat)–Cas9
single guide RNA (sgRNA) libraries to screen non-
coding genomic loci in order to identify functional
regions related to phenotype and gene regulation.
Previous applications of CRISPR screens to the
noncoding genome have focused on specific func-
tional elements (e.g., microRNAs and transcrip-
tion factor binding sites) or required fluorescent
reporters (9–12). In this work, we comprehensively
assayed a total of 715 kilobases (kb) of sequence
surrounding three different genes by performing

unbiasedmutagenesis to identify functional ele-
ments relevant to cancer drug resistance.
Vemurafenib inhibits BRAF proteins carrying

the V600E mutation, which are found in 50 to
70% ofmelanomas (13). Resistance to vemurafenib
arises within months in almost all melanoma
patients (14), and surviving tumor cells display
increasedmalignancy that rapidly leads to lethal-
ity (15). A genome-scale CRISPR screen found
that loss-of-function mutations in NF1, NF2, and
CUL3 result in vemurafenib resistance (16). To
explore whether mutations in the noncoding re-
gions around these three genes could similarly
affect drug resistance, we designed three sgRNA
libraries tiling across 100-kb regions 5′ and 3′ of
each gene’s major isoforms (Fig. 1A). For each
library, we synthesized the sgRNAs as a pool
(6682 forNF1, 6934 forNF2, and 4699 for CUL3;
18,315 sgRNAs in total) and cloned them into a
lentiviral vector (fig. S1). We transduced A375
human melanoma cells, which carry the BRAF
mutation, with the sgRNA libraries at a lowmul-
tiplicity of infection and cultured them in 2 uM
vemurafenib or control (dimethyl sulfoxide, DMSO)
for 14 days. Using deep sequencing, we counted
the representation of sgRNAs in both condi-
tions (Fig. 1, B to D) and identified vemurafenib-
enriched sgRNAs as those enrichedby>4 standard
deviations from the control distribution (fig. S2).
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Overall, most sgRNAswere depleted after treat-
ment with vemurafenib, which is expected be-
cause vemurafenib targets the oncogene addiction
that drives A375 growth (Fig. 1E). However, in all
three libraries, we found a small group of sgRNAs
that were enriched after vemurafenib treatment
(log2 ratio of vemurafenib to control > 0), with the
CUL3 library having the largest percentage of
enriched sgRNAs. We also included a small num-
ber of sgRNAs targeting the coding region of each
gene, and most of these (70 to 80%) were en-
riched, as expected (fig. S3A). However, among
the sgRNAs targeting noncoding regions, about
fourfold more were enriched in the CUL3 library
than in the NF1 or NF2 libraries (7.2% in CUL3,
1.7% in NF1, and 2.1% in NF2), suggesting the
presence of more gene regulatory elements in the
noncoding regions flanking the gene (fig. S3A). To
determine whether this increase in putative gene
regulatory elements in the 200-kb region sur-
rounding CUL3 is also reflected in human gene
expression and genotyping data, we queried the
Genotype-Tissue Expression (GTEx) database (7051
tissue samples from 449 donors). We found that

CUL3 had the largest number of cis-expression
quantitative trait loci (eQTL) (n = 161 eQTLs,mean
effect size = –0.21), and the region targeted by the
sgRNA library overlapped with a large number of
these eQTLs (fig. S3B) (17). We thus chose to focus
our downstream analysis and validation efforts
on CUL3.
We visualized the enriched sgRNAs in a ge-

nome browser–style view (Fig. 1F and fig. S4, A
and B). We found that a higher percentage of
sgRNAs targeting gene-proximal elements were
enriched compared with other noncoding regions
(Fig. 1G), and we found greater enrichment for
sgRNAs targeting noncoding elements on the 5′
sideof thegene than for thoseon the3′ side (fig. S4C).
To test whether regions targeted by enriched

sgRNAs from the screen physically interact with
the CUL3 promoter through chromatin looping
(18), we created three independent chromosome
conformation capture (3C) libraries (Fig. 2A) (19).
We quantified the interaction frequency for each
site across the ~200-kb region (supplementary
methods) and found that regions on the 5′ side
of CUL3 tend to interact more strongly with

the promoter. Regions with higher 3C interaction
contained, on average,more vemurafenib-enriched
sgRNAs (Fig. 2B).
Because chromatin accessibility can identify

regulatory regions (20, 21), we performed ATAC-
seq (assay for transposase-accessible chromatin
with sequencing) inA375melanoma,MCF7 breast
adenocarcinoma, and U87 glioblastoma cells (Fig.
2C). Overall, we found higher sgRNA enrichment
near A375-specific ATAC peaks than near those
fromother cell types, and this findingwas replicated
with deoxyribonuclease (DNase) I hypersensitivity
data (Fig. 2, D and E, and fig. S5). Enrichment in
these regions suggests the presence of cell type–
specific enhancers (22, 23). Even though the ac-
cessible peaks overlapped with enriched sgRNA
sites, the chromatin accessibility data by them-
selves only predict a small fraction of the total
number of enriched sgRNA sites (table S1).
Given that evolutionary conservation varies

widely across the noncoding genome, we sought
to test whether regions exhibiting higher levels of
conservation harbor more enriched sgRNAs. We
examined phastCons conservation scores over the
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Fig. 1. CRISPR muta-
genesis of noncoding
regions flanking three
genes involved in BRAF
inhibitor resistance.
(A) Design of sgRNA
libraries targeting 100 kb
5′ and 100 kb 3′ of a
gene. The sgRNAs are
array-synthesized and
cloned into a lentiviral
vector. BRAFmutant cells
are transduced with the
pooled lentivirus and
treated with vemurafenib
(vemu) or DMSO (con-
trol). A deep sequencing
readout identifies
sgRNAs enriched after
treatment with vemurafe-
nib. (B) Scatterplot of
normalized read counts
(average of the two infec-
tion replicates) for NF1,
(C) NF2, and (D) CUL3
sgRNAs at days 0 (x axes)
and 14 (y axes). Read
counts from control (gray)
and vemurafenib-treated
cells (red) are shown rela-
tive to 4 standard devia-
tions of the control cell
distribution (dotted line).
The percentage of sgRNAs
enriched after vemurafenib
treatment (>4 standard deviations) is indicated. (E) Distribution of the log2 ratio of the normalized read count for each sgRNA in vemurafenib to its normalized read
count in control (minimum of the two infection replicates). (F) All CUL3 sgRNAs, plotted by human reference genome hg19 coordinates, and the percent
expression of the two most highly expressed CUL3 isoforms [primary and alternate (alt)]. For vemurafenib-enriched sgRNAs, the log2 enrichment relative to
control sgRNAs (minimum value of two replicate screens) is plotted (red); nonenriched sgRNAs are indicated in blue. (G) Percent of enriched sgRNAs in each
genomic category. CDS, coding sequence; UTR, untranslated region; prom., promoter.
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CUL3 locus among primates, placental mammals,
and vertebrates (Fig. 2F) (24). Overall, enriched
sgRNAs were ~1.8-fold more likely to be found
near peaks of primate conservation and ~1.7-fold
less likely to be found near conservation peaks
amongmammals and vertebrates (Fig. 2G and fig.
S5). In contrast, the genomic sites of sgRNAs tar-
geting coding regions ofCUL3didnot demonstrate
differential conservation (phastCons probability

of ~0.95 in primates, mammals, and vertebrates).
This observation supports recent findings that
enhancers evolve rapidly in a lineage- or species-
specific manner and that conserved enhancers
between mammals tend to be rare (25).
To confirm that mutations in these specific

noncoding regions were mediated by CUL3 and
lead to altered drug resistance, we transduced
cells with individual sgRNAs that have at least

one other enriched sgRNAwithin 500 bases (Fig.
3A). We validated that the sgRNAs created mu-
tations at the intended target sites (fig. S6) and
found that 24 of the 25 sgRNAs resulted in de-
creased CUL3 expression relative to nontargeting
sgRNAs (Fig. 3B). As expected, there was a nega-
tive correlation between CUL3 gene expression and
vemurafenib resistance (correlation coefficient r=
–0.54,P=0.005) (Fig.3C), andincreasedvemurafenib
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Fig. 2. Characteristics of functional noncoding elements
at the CUL3 locus. (A) Plot of the normalized 3C interactions
with the CUL3 promoter in A375 cells. Data points represent
independent libraries generatedwith BglII, EcoRI, andHindIII
restriction enzymes.The gray curve shows a smoothed estimate
of interaction frequency. Table S3 provides the genomic co-
ordinates of baits and probes. (B) Average window enrich-
ment of sgRNAs (log2 ratio of vemurafenib to DMSO reads)
near 3C sites with the specifiedminimumnormalized 3C inter-
actionwith theCUL3 promoter (supplementarymethods).The
red dashed line indicates averagewindow enrichment for all 3C
sites in (A). (C) An example of enriched sgRNAs (red) that
overlap with amelanoma-specific region of open chromatin.
Read counts are shown from ATAC-seq in A375 melanoma
(orange), MCF7 breast cancer (purple), and U87 glioblastoma
(blue) cells and frommelanomaDNase I hypersensitivity (HS)
sequencing (green; ENCODE/Colo-829 cell line). Loci inves-
tigated with respect to CUL3 are shown at the top (yellow).
Scale bar, 500bases. (D) Fold enrichment of enriched sgRNAs
near ATAC-seq open chromatin peaks inmelanoma, breast
cancer, and glioblastoma cell lines. (E) Same as (D), but for
DNAse I hypersensitivity sequencing. (F) An example of en-
riched sgRNAs (red) that coincide with regions that show
greater primate-specific conservation than placental mammal
and vertebrate conservation. Loci investigated with respect
to CUL3 are shown at the top (yellow). Scale bar, 200 bases.
(G) Fold enrichment of enriched sgRNAs near phastCons
peaks in primates, placentalmammals, and vertebrates. **P<
0.01; *P < 0.05.

Fig. 3. Noncoding mutations affect CUL3 expression and histone modifi-
cations. (A) Criteria for selecting 25 sgRNAs targeting noncoding regions for
validation. (B) CUL3 RNA expression (normalized to nontargeting sgRNAs)
after transduction with lentivirus expressing nontargeting (triangles), non-
coding region–targeting (colored circles), and coding region–targeting (squares)
sgRNAs. (C) Relationship between CUL3 expression and cell survival after

vemurafenib treatment.The linear fit is to noncoding sgRNAs only (rnoncoding =
–0.54, P = 0.005) and does not include coding region–targeting or nontargeting
sgRNAs. (D) Percent change in (left) average H3K4me3 ChIP for all validation
sgRNAs within 1 kb of the transcription start site of CUL3 and (right) average
H3K27ac and average H3K4me2 ChIP for all validation sgRNAs >1 kb from the
transcriptions start site of CUL3. ***P < 0.001; *P < 0.05.
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resistance could be reversed by restoring CUL3
expression (fig. S7).
Next, we surveyed changes in posttranslatio-

nal histone modifications at each target site (fig.
S8A). For target sites near the promoter, we found
a 56% average decrease in H3K4me3 after editing
(P = 7 × 10−4, n = 9 sites) (Fig. 3D), which is con-
sistent with the reduced gene expression. At distal
sites, we found a 41% average decrease inH3K27ac
(P = 0.02, n = 7 sites) after editing and no signif-
icant change in H3K4me2 (P = 0.82, n = 7 sites)
(Fig. 3D), although a subset of H3K4me2 levels
decreased after editing (fig. S8B). We also found
that mutagenesis of a ~22-kb distal histone
acetyltransferase (p300) binding site that has
a strong 3C promoter interaction resulted in a
75% decline of promoter H3K27ac and a 50%
decrease in CUL3 expression (fig. S9 and supple-
mentary text).
By examining regions targeted by enriched

sgRNAs, we found individual loci containing the
canonical transcription factor binding motifs for
yin yang 1 (YY1), zinc finger protein 263 (ZNF263),
CCCTC-binding factor (CTCF), and activation pro-
tein 1 (AP-1) complex, which were disrupted after
editing (Fig. 4, A to D, and fig. S10). We found that
mutations within these binding sites abrogated
transcription factor recruitment, leading to loss
of CUL3 expression (Fig. 4, E to H). For example,
specific sgRNAs that target loci near a YY1 chro-
matin immunoprecipitation (ChIP) peak (Fig. 4A)
disrupted the YY1 motif (fig. S11), and vemurafenib
treatment selected for mutations that were more
deleterious to the binding site (fig. S12). Although
both of the sgRNAs targeting loci near the site de-
creased YY1 binding, the sgRNA whose cut site
overlaps the motif disrupted YY1 binding more
efficiently (67 versus 26%) (Fig. 4E). In addition,
mutagenesis by either sgRNA significantly decreased
CUL3 expression. Similarly, two sgRNAs in the first

intron of CUL3, spaced 30 bases apart, overlap a
ZNF263 ChIP sequencing peak (Fig. 4B). Both
resulted in a significant decrease in ZNF263 occu-
pancy and in CUL3 expression (Fig. 4F).
Althoughwe observed a bias in the presence of

regulatory elements 5′ of the transcription start
site, we did find several enriched sgRNAs down-
stream of CUL3 (Fig. 4, C and D, and supplemen-
tary text). One sgRNA cuts inside the core motif
of CTCF (Fig. 4C). After editing, CTCF occupancy
was decreased by 45%, with a concurrent 30%
decrease in CUL3 expression (Fig. 4G). For AP-1, a
heterodimer of FOS and JUN, editing at either of
two nearby sites decreased FOS and JUN binding
compared with binding in control cells and
decreased CUL3 expression by ~25% (Fig. 4H).
Overall, as in the pooled screen, mutagenesis at
transcription factor binding sites located on the
3′ side exhibited weaker effects on gene expres-
sion than those located on the 5′ side.
Thus, we show how a Cas9-mediated system-

atic dissection of noncoding loci can identify
functional elements involved in gene regulation
and cancer drug resistance. In combination with
other genome-wide assays, we demonstrate high-
throughput identification of regions where changes
in chromatin context and transcription factor bind-
ing are causally linked to loss of gene expression
and a disease-relevant phenotype. This approach
is generalizable, and we anticipate that the ex-
tension of pooled CRISPR screens into the non-
coding genome will provide further insights and
methods for unbiased interrogation of the genome.
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40 bases 200 bases 500 bases 500 bases

Fig. 4. Cas9 mutagenesis disrupts predicted transcription factors and DNA binding proteins at target sites of vemurafenib-enriched sgRNAs. (A to
D) sgRNA target locations in relation to predicted binding sites.Table S4 gives sgRNA sequences and target locations. (E to H) Change in transcription factor or
DNA binding protein occupancy around cleavage sites and change in CUL3 expression. Both measurements are normalized to cells transduced with non-
targeting sgRNAs. ***P < 0.001; **P < 0.01; *P < 0.05.
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GENE REGULATION

Cyclin A2 is an RNA binding protein
that controls Mre11mRNA translation
Arun Kanakkanthara,1 Karthik B. Jeganathan,1 Jazeel F. Limzerwala,2 Darren J. Baker,1

Masakazu Hamada,1 Hyun-Ja Nam,1 Willemijn H. van Deursen,1 Naomi Hamada,1

Ryan M. Naylor,2 Nicole A. Becker,2 Brian A. Davies,2 Janine H. van Ree,1 Georges Mer,2

Virginia S. Shapiro,3 L. James Maher III,2 David J. Katzmann,2 Jan M. van Deursen1,2*

Cyclin A2 activates the cyclin-dependent kinases Cdk1 and Cdk2 and is expressed at elevated
levels from S phase until early mitosis.We found that mutant mice that cannot elevate cyclin
A2 are chromosomally unstable and tumor-prone. Underlying the chromosomal instability
is a failure to up-regulate themeiotic recombination 11 (Mre11) nuclease in S phase,which leads
to impaired resolution of stalled replication forks, insufficient repair of double-stranded DNA
breaks, and improper segregation of sister chromosomes. Unexpectedly, cyclin A2 controlled
Mre11 abundance through a C-terminal RNA binding domain that selectively and directly binds
Mre11 transcripts to mediate polysome loading and translation.These data reveal cyclin A2 as a
mechanistically diverse regulator of DNA replication combining multifaceted kinase-dependent
functions with a kinase-independent, RNA binding–dependent role that ensures adequate repair
of common replication errors.

C
yclin A2 is a core cell cycle regulator that
activates Cdk1 and Cdk2. Cyclin A2 levels
increase upon S phase entry and remain
high until its proteasome-dependent de-
struction in prometaphase (1). Cyclin A2–

Cdk complexes that assemble at the onset of
S phase drive chromosome duplication through
phosphorylation of key DNA replication factors.
Subsequently, cyclin A2–Cdk activity initiates
mitosis by phosphorylating and inactivating the
protein kinase Wee1, resulting in activation and
nuclear localization of cyclin B1–Cdk1. During
early mitosis, cyclin A2 is implicated in mitotic
spindle anchoring (2) and correction of aberrant
kinetochore-microtubule attachments (3). Further-
more, in a Cdk-independent manner, cyclin A2
regulates RhoA and RhoC, two guanosine tri-
phosphatases implicated in cell morphogenesis,
adhesion, and migration (4).
Inmice, cyclin A2 is essential for early embryo-

genesis, limiting investigations of its biological
functions (5). Studies of conditional knockout
mice revealed that cyclin A2 is essential for cell
cycle progression of certain cell types, including
pluripotent and hematopoietic stem cells and
select neuronal progenitors, yet is dispensable
in fibroblasts because of redundancywith cyclin

E in this cell type (6). To uncover novel biologi-
cal processes that critically depend on a full com-
plement of cyclin A2, we used a combination of
knockout (Ccna2–) and hypomorphic (Ccna2H)
alleles tomarkedly down-regulate cyclinA2 expres-
sion in mice without overtly affecting embryogen-
esis or postnatal development. Ccna2Hwas created
by targeted insertion of a neomycin resistance
cassette intoCcna2 intron 2;Ccna2–was createdby
gene trap mutagenesis (fig. S1, A to D). Ccna2–/H

mice showed markedly reduced levels of cyclin
A2 protein in tissues with a high mitotic index, in-
cluding small intestine, bonemarrow, and spleen
(Fig. 1A). In contrast, cyclin A2 levels appeared
normal in tissues with few cycling cells, such as
brain, liver, and lung. However, actively cycling
cultured lung epithelial cells from Ccna2–/H mice
had lower amounts of cyclin A2 relative to the
wild type (Fig. 1A). Analysis of mouse embryonic
fibroblasts (MEFs) confirmed this, with Ccna2–/H

MEFs expressing only ~25% of normal cyclin A2
levels (Fig. 1A and fig. S1E). In Ccna2+/+ MEFs,
cyclin A2 expression typically started to increase
duringG1 and peaked fromG2 until prophase (fig.
S2). Cyclin A2 levels remained low in Ccna2–/H

MEFs throughout the cell cycle, resulting in
markedly reduced Cdk activity during S and G2

phase (fig. S3). Despite these abnormalities,
Ccna2–/H MEFs showed a normal cell cycle pro-
file (fig. S4).
Both cyclin A2 deficiency and overabundance

have been observed in human tumors and predict
poor clinical outcome (7), but whether and how

cyclin A2 deregulation drives malignant growth
is unknown. To determinewhether reduced cyclin
A2 expression contributes to tumorigenesis, we
treated Ccna2+/+ and Ccna2–/H mice with 7,12-
dimethylbenz(a)anthracene (DMBA), a carcino-
gen that predisposesmice to lung adenomas and
skin papillomas (8). Ccna2–/H mice showed a
marked increase in tumor incidence and multi-
plicity in both lung and skin (Fig. 1B). Further-
more, lung adenomas of Ccna2–/H mice were
larger in size. Ccna2–/H mice were also more
susceptible to spontaneous tumors, particularly
lung adenomas (Fig. 1C). Collectively, these data
establish that cyclin A2 insufficiency promotes
neoplastic transformation.
To identify the underlying defects, we screened

for chromosomal instability, a hallmark of hu-
man malignancies. Splenocytes and MEFs of
Ccna2–/H mice had increased aneuploidy (fig.
S5A). Ccna2–/H MEFs showed predisposition to
two types of chromosome segregation errors: chro-
matin bridges and lagging chromosomes (Fig. 2A).
The latter are the result of merotelic attachment,
amicrotubule-kinetochoremalattachment caused
by spindle defects, including defects in attachment
error correction, microtubule dynamics, mitotic
timing, centrosome disjunction, and centrosome
movement (9).We systematically screenedCcna2–/H

MEFs for lagging chromosomes, and by measur-
ing the separation between centrosomes in G2

and prophase, we found that the movement of
sister centrosomes to opposite poleswas impaired
(Fig. 2B and fig. S5, B to F). Cells with delayed
centrosomeseparation formasymmetrical spindles
and lagging chromosomes at increased rates (10).
Consistent with this, spindle geometry defects oc-
curred at high frequency in Ccna2–/H MEFs (Fig.
2C). Furthermore, lagging chromosomes were
more prevalent in Ccna2–/H MEFs with asym-
metrical as opposed to symmetrical spindles (fig.
S5, G and H).
The motor protein Eg5 accumulates at centro-

somes in prophase to drive centrosomemovement
(11). Loading of Eg5 was markedly reduced in
Ccna2–/H MEFs, as was centrosomal accumula-
tion of cyclin A2 (Fig. 2D and fig. S5I). Centrosome
targeting of Eg5 is dependent on Cdk-mediated
phosphorylation of Thr926 (T926) (11). T926 phos-
phorylation was reduced in Ccna2–/H MEFs de-
spite normal expression of Eg5 and alternative
Cdk1 and Cdk2 partners, including cyclins B and
E (Fig. 2E and fig. S5J). Restoration of cyclin A2
expression in Ccna2–/H MEFs normalized T926
phosphorylation and corrected centrosomal load-
ing of Eg5, centrosome movement, and spindle
geometry (fig. S5, K to N). Collectively, these
results uncover a nonredundant catalytic role
of cyclin A2–Cdk in targeting Eg5 to centrosomal
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